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Multiple Reinforcement Leaming Action Selection Strategies in Prefrontal-Basal
Ganglia and Cerebellar Networks
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Humans can learn to select actions from scratch, by trial-and-error, or by using
knowledge from previous experiences. Also, a thoughtful deliberative strategy can be used
for planning of future behaviors, whereas a reactive strategy for selection of learned
sensory-motor mappings. Reinforcement Leaming (RL), a computational theory of
adaptive optimal control, proposes two formal methods for action selection: Model-Free
(MF) uses action values to predict future rewards based on current states and available
actions and Model-Based (MB) uses a forward model by mental simulation to predict
future states reached by hypothetical actions. It has been suggested that humans might use
MF and MB strategies which are implemented locally by distinct brain areas or in neural
networks linking the prefrontal cortex, basal-ganglia and cerebellum. The goal of this
thesis is to investigate whether and how humans use multiple RL action selection
strategies, and where in the brain they are implemented.

- We hypothesized based on RL a parallel model for action selection and leaming from
reward and trial-and-error. When knowledge of the task dynamics is unavailable, a MF
valued-based method is used for exploration and learning predictions of future rewards
from sensory states and actions. If an internal model exists, a MB forwafd method is
implemented by mental simulation to predict future states reached by hypothetical actions.
After repeated experiences, a MF memory-based method is employed for fast selection of
actions found successful for a given sequence of sensory states.

This hypothesis was experimentally tested as human subjects performed a
‘grid-sailing task’ and learned to move a cursor from a start position to a térget goal with

the shortest finger movement sequence by button pressing. Performance feedback was



provided as a reward score at the trial end. Subjects extensively learned action sequences
for fixed key-mappings (KM) and start-goal (SG) sets in a training session and were later
tested under three task conditions: a) Condition 1, new KM, b) Condition 2, learned KM,
and ¢) C.ondition 3, learned KM-SG sets, practiced in the training session. The response
start timé was manipulated by introducing a delay period of about 4~6s preceding the
response start go signal in half of the trials.

Behavior analysis revealed distinct performance profiles in the test session: a)
exploratory, variable and slow learning in Condition 1 due to the use of the new KM; b)
fast learning and high reward score especially in trials with the delay period in Condition 2
as subjects could use the learned KM, c) accurate performance with fast sequence
execution in Condition 3 which required the learned KM-SG sets in the training session.
These results suggest that a value-based exploratory method was used in Condition 1; a
model-based planning method in Condition 2 and the memory-based habitual method in
Condition 3.

The fMRI analysis of the brain signals during the delay period preceding movement
execution revealed predominant activity by the use of: a) value-based method in Condition
1 in the medial orbital frontal cortex, ventromedial striatum and left cerebellum; b)
model-based method in Condition 2 in the dorsolateral prefrontal cortex, dorsomedial
striatum and right cerebellum, and ¢) memory-based method in Condition 3 in the
supplementary motor area, right dorsolateral striatum and right anterior cerebellum.

We could demonstrate by the behavior analysis that humans use multiple action
selection strategies depending on their experiences with a given task, existence of an
accurate internal model and available time for thinking and use of the model. The fMRI
results showed that an action selection method is implemented in the brain by interaction
of multiple brain areas, such as networks linking the prefrontal cortex, the basal-ganglia
and cerebelilum, and not locally as had been previously speculated. What computational
operations these brain regions play in mental simulation, planning and preparation of
future behaviors and how they are disrupted in psychiatric conditions is still a problem to

be elucidated.
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