RO E S

HEEE K4 LUGTENBERG GEERT

The challenge with video see—through displays such as smartphones and tablets as a medium
for augmented imagery is that they do not present the physical world in a natural way, which
complicates interaction with the physical environment seen through the display. This issue also
hinders the effective integration of such magic—/lens (ML) displays with the real environment.
Achieving a natural viewing experience involves making the ML display appear transparent.
In this dissertation, I present two technical contributions toward this goal: first, I propose a
prototype for geometrically correct rendering on off-the—shelf devices. This prototype tracks
the user’s eye to align the view on the ML display with the surrounding environment, making
it appear transparent and restoring motion parallax. Second, I enable stereoscopic and
varifocal capabilities on the ML display to match its vergence and accommodation distances
with those of the surrounding environment. In two user studies, I investigated how these
prototypes perform regarding spatial awareness and context integration.

In the first study, I found that geometric correction immediately improves the accuracy of
haptic interactions, particularly in scenarios where depth information from the surrounding
visual context or tactile feedback was absent. In conventional ML displays (without geometric
correction), a learning effect on depth accuracy was observed, indicating that the prototype
display is particularly beneficial for tasks requiring inmediate precision.

In the second study, I employed two viewing strategies to integrate the ML with its
surroundings: rapid switching and viewing them as a cohesive whole. In a visual-acuity
experiment, I found that minimizing the accommodation difference between the ML display and
its surroundings is crucial for rapid gaze shifting, whereas minimizing the vergence distance is
more important when viewing the ML and its surroundings as a single context. Conflicting
vergence and accommodation distances did not significantly affect cognitive task load nor did
they play a pivotal role in the accuracy of context integration.
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