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Efficient Implementations of Neural Network Powered by Spike
Coding and Scalable Bisection Spanning
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Deep neural networks (DNNs) have demonstrated state-of-the-art performances in the
broad field of Al applications. However, these algorithms have intensive computational
and colossal memory, making it challenging to develop on hardware platforms with
limited computational resources. To address this challenge, this dissertation focuses on
constructing efficient elastic neural networks (NNs) with spike coding and scalable
bisection spanning to make NN inference less complicated, less redundancy, and more
efficient to support the fully parallel reconfigurable NN platforms.

We present directly-trained spiking neural networks (SNNs) with ternary weight
to achieve a good trade-off between complexity, latency, and performance to improve
capacity extension of fully parallel and reconfigurable NN platforms by reducing its
parameter computation and time steps. The proposed approach achieves 98.43%, 89.07%,
65.24% accuracy on N-MNIST, CIFAR-10, and CIFAR-100 with 4 time steps, respectively,
and achieved up to 16x model compression. On the other hand, we develop and evolve a
spatially scalable bisection NN architecture for fully parallel and reconfigurable NN
platforms by improving the efficiency during the reconfiguration, which also supports
on-demand array partitioned and reconfiguring (seen as "DiaNet"), and processes multiple
applications in fully parallel through multi-grained reconfigurable architecture (MGRA). A
byproduct of the model bisection paradigm, the proposed scalable bisection NN minimizes
computation and memory costs by reducing the number of operations and model size. This
proposed DiaNet can achieve 90.86% parameters reduction with no loss of accuracy on
MNIST. Moreover, we demonstrate that MGRA can process multiple applications in
parallel and achieve a 10.8% power reduction simultaneously. Finally, we introduce the
spike coding into spatially scalable bisection NN architecture to achieve temporal-spatial
combined bisection NN architecture. The combined NN takes full advantage of the
robustness and low power of SNN and ultra-sparse and multi-grained reconfigurable of
DiaNet. In this sense, the model becomes linearly separable while processing information
in temporal and spatial domains, better yet, reducing the computational and memory costs.
Finally, the model achieves 96.10% accuracy with a 90.86% compression ratio with 8 time
steps on MNIST and 98.15% accuracy with 69.38% parameters reduction with 6 time
steps on N-MNIST.
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