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Coordination is a syn仇Ctic phenomenon in which No or more elements, kno、vn as conjuncts,

are linked t0号ether typica11y by a coordinatin邑 Conjunction. coordinate structures frequently

Occur in natⅡra11angua三e and are the m旦jorsource ofarnbiguities 、¥hich cannot be resolved

easily even by humans. coordination has puzzled lin底UiS船 for decades because it imposes a

number ofexceptions on theories ofsyntax such as phrase structure 倉rammar. Due to its

intraC仏biliり/, many na加ra11anguage processing (NLP) applications, such as syntactic parsin号,

named entity recognition, and machine translati0Π, SⅡ仟er from the presence ofcoordination.

Recent advances ofdeep artificial neural networks have gready improved the perfomlance on

many NLp tasks. HO、Never, coordination is a stiⅡ di伍Cult problem to be 仏ken into account.

の 要

This research focuses on identifying the conjuncts ofcoordinate structures, especia11y in Enalish

text. T、剛o methods are investigated forthe 仏Sk:(D a iop・doWπ approach and (2) a 60tl01"・訂P

approach, both ofwhich utilize deep neural networks.

The top・down approach first identifies a coordinate S廿Ucture and then retrieves the individual

Conjuncts from it.1n this approach, the similarity and replaceability properties ofconjuncts are

exploited. For inst即Ce," The company provides [1anguage inst川Ction] and [廿anslation seNices]

in 25 Countries" hassymmetry between the two conjuncts and can be said that "The company

Provides [translation services] and [1an名UaEe instNction] in 25 Coun廿ies." The proposed neural

networks incorporate those characteristics ofconjuncts as features 、¥ithout extemalthesauri,

Iangua留e models, or syntactic parsers, which are used in most previous researches. The

Iightweight model enables the system to examine aⅡ Possible coordination sparls. Althouah 小is

approach oU中erfonns existin冬 methods, de仇il analysis reveals thatthe system is not 名ood at

行nding conjuncts in coordination.

旨論



The bonom・up approach,in contrast, first finds individual conjuncts and then conS廿Ucts a

Coordinate structure 行'om them.1n this approach, coordinate stmctures for a 套iven sentence are

idenufied in 小e fbrm ofa syn仏CtiC 廿ee,、¥hich is produced by a context・h'ee 8rammardesigned

fbr Ncognizin旦 Coordination. This ensures that any No ofthe coordinate struC加Ns are disjoint

Or nested and thus neverconflict each other. The neuralneNork model consists ofsubmodels,

each ofwhich is specialized in capturin菖 different parts ofcoordinate structures. using the

models in the process ofthe cKY a180rithm,the system e仟iciently produces coordinate

Stmctures as a tree with Breat accuracy.

The main contribution ofthis research is to demonstrate the e仟ective frameworks ofneural

neNorks and algorithms forcoordination disambiguation. Experimentalresults shoW 小atthe

Proposed methods achieve S捻te・of-the-ad results with no dependence on extemalresources,

ensurin冬 that 血e global structuN ofcoordination is consistent.



(論文審査結果の要旨)

Coordination is a syntactic phenomenon in which two or more elements, kno、vn as conjuncts,

are linked together り,pica11y by a coordin飢ing conjunction. coordinate structures fNquently

Occur in natura11an8Ua容e and are the majotsource ofambi容Uities. The rese釘Ch in this thesis

Ibcuses on identifyin倉 the conjuncts ofcoordinate S廿Uctures in English text. T、vo neural

network modeⅡng approaches are investigated:(D a lop・dowh approach and (2) a hotlonl・UP

approach.

The top・do、Nn approach firstidentifies a coordinate st川Cture and then retrieves the individual

Conjuncts from it. The proposed neural neNorks incorporate the similariw and replaceability

Properties ofconjuncts as features without extemalthesauri,1an邑Ua邑e models, or syn仏Ctic

Parsers, and examine aⅡ Possible coordination spans. Although 小is approach oU中erforms

existin冬 methods, detail analysis reveals thatthe system is not good at finding conjuncts in

Coordination, and thus, an altemative approach is investigated.

The bonom-up approach,in contrast, first finds conjuncts and 伽en conshucts a coordinate

Structure 行'om them.1n this approach, coordinate S廿Uctures fbr a given sentence are identified in

the 仏帥 ofa syntactiC 廿ee, which is produced by a context-free Brammar especia11y designed

fbr coordination. The neural network model consists ofsub・models, each ofwhich is specialized

in capturing di仟erent aspects ofcoordinate structures. using 血e models with the cKY

algorithm,the system e伍Ciently produces coordinate structures

The proposed methods achieve the state・of・the・art results 、Nithout exploitin号 additional

resources by simple yet e仟ective methods to extract feature representations from neural

networks and by efficiently combining those representations to score coordination candidates

With sophisticated a1宮ori小ms. Manual evaluationS 丑Iso revealthe improved performance for

Complex coordination structures,、¥hich are di伍Cult even fbr weⅡ一廿ained lin名Uists. The task is

Very important and would have large in"uence to do、vnS廿eam 徐Sks, such as named entity

recognition or syntactic parsing. The research in this thesis is published in No high quality

Peer・reviewedjournal papers and two peer・revie、¥ed intemational conference papers, and 、叩Ould

have an impact to spur fudher researches in thiS 負eld. As a result, the thesis is sU怖Cienuy

qualified as a Doctoralthesis of Engineering.
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