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Disaster Response Systems using Distributed Computing Across
Delay-Tolerant Networks
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Disaster response teams perform many tasks during their operations
including mapping the disaster area and Family Tracing and Reunification
(FTR). Responders can perform tasks more efficiently by using systems that
can automatically generate digital maps and locate missing persons. However,
disasters can damage network infrastructure, leaving the affected area
without access to the Internet and Cloud-based computing resources. In this
study, we present the designs, implementation, and evaluations of systems
that aid responders in disaster area mapping and FTR. Realizing these
systems is challenging because they must be able to (1) send and receive
without continuous, end—to—end networks and (2) handle heavy computing
loads without access to Cloud-based resources. We address these challenges
by (1) using Delay-Tolerant Networks and data ferries for communication
and (2) distributing computing tasks to the available devices in the
disaster area. We show how our mapping and FTR systems work, including
functions for data collection and delivery, computing load balancing, and
output delivery. We found that the improvement in processing latency from
load balancing offsets the communication latency. Our mapping system with
load balancing decreases the time needed to generate and deliver pieces
of disaster area maps by approximately 2 hours in cases where large amounts
of data have to be processed. The 2-hour reduction is a large benefit for

disaster operations where the speed of generation and arrival of




information are critical. Furthermore, initial evaluations of our FTR
system show that it can execute accurate face recognition in 7 seconds,

thus it is capable of quickly handling the computing requirements of FTR.
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