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ABSTRACT

In this paper, we consider the human/machine hands-free speech interface where the user voice is picked at a distance with a microphone array. It is assumed that the user is close enough to the machine to be considered as a point source. The noise is a diffuse background noise, created by all the sources present in the environment. The proposed method aims at suppressing the diffuse background noise efficiently without distorting the speech estimate. This method is a modification of a method combining frequency domain blind signal separation (FD-BSS) and Wiener filter based post-processing. Contrary to the conventional approach, we modify the estimate of the diffuse background noise given by FD-BSS before applying the Wiener filter based post-processing. We also have to build a modified observation using the FD-BSS in order to apply our modified post-processing. Simulation results show that the proposed approach can achieve a better speech enhancement, measured in term of word recognition in a speech recognition task, than the conventional Wiener filter based post-processing.

1. INTRODUCTION

In hands-free speech recognition, microphone array techniques are used to improve the captured speech by reducing the effect of noise and reverberation ([1, 2]). Among these techniques, in recent years, frequency domain blind signal separation (FD-BSS) has been used with success for recovering the speech by separating the observed signals in their different components (see review paper [3]). FD-BSS is efficient for speech/speech separation [4]. But in the human/machine communication where the user’s voice has to be extracted from a diffuse background noise, FD-BSS gives a better estimate of the diffuse background noise than of the target speech. Consequently FD-BSS has to be combined with some nonlinear post-filtering techniques in order to improve the quality of the captured speech [5, 4, 6, 7]. An efficient approach suppresses the diffuse background noise estimated by FD-BSS via Wiener filtering [6].

In this paper, our goal is to improve the speech recognition performance for the human/machine hands-free speech interface. The user is assumed to be close to the microphone array and thus is modeled as a point source whereas the other sources create a diffuse background noise. We use a similar approach as in [6] where the noise estimate is obtained by FD-BSS and noise suppression is performed via Wiener filtering. But we propose a modified noise estimate and we do not apply the Wiener filtering directly to the observations.

The main idea is that if some of the sources from the diffuse background noise are efficiently canceled by the FD-BSS (linear processing), it is better not to include them in the noise estimate used by the post-filter (non linear processing) in order to keep the distortion of the estimated speech low. This is particularly important for speech recognition tasks where the the post-filter should give a good trade-off between high SNR and low distortion [6]. In the proposed approach, after the FD-BSS, we exclude from the noise estimate the estimated noise components that are the least correlated with the speech estimate. Using this modified noise estimate in the Wiener filter based post-filter also requires the modification of the observation before filtering.

Experimental results show the impact of the proposed method on the quality of the speech estimate in a speech recognition task. In particular, the proposed method achieves better performance than the conventional Wiener filter based post-processing.

2. PRELIMINARIES

2.1 Frequency Domain Blind Signal Separation

In blind signal separation of acoustic signals, the propagation of the sounds from their locations of emission to the microphone array is modeled by a convolutive mixture. After applying a $F$ points short time Fourier transform (STFT) to the observed signals, the convolutive mixture is equivalent to $F$ instantaneous mixtures in the frequency domain (see Fig. 1). At the $f$th frequency bin, the observed signals are

$$V(f,t) = A(f)S(f,t)$$

where the $n \times n$ complex valued matrix $A(f)$ represents the instantaneous mixture received by the $n$ microphone array and $S(f,t) = [s_1(f,t), \ldots, s_n(f,t)]^T$ are the emitted signal

![Figure 1: Equivalent mixtures in frequency domain.](image)

![Figure 2: BSS at frequency bin $f$.](image)
components at the $f$th frequency bin. $t$ denotes the frame index.

In each frequency bin, the blind estimation of the emitted signal components is possible using BSS [8]. The estimates $Y(f,t)=[y_1(f,t),\ldots,y_N(f,t)]^T$ are obtained by applying an unmixing matrices $B(f)$ to the observed signals (see Fig.2)

$$Y(f,t) = B(f)X(f,t) = B(f)\Lambda(f)S(f,t).$$  \hspace{1cm} (1)

If the components of $S(f,t)$ are statistically independent (and at most one is Gaussian) then it is possible to recover the components of $S(f,t)$ up to scale and permutation indeterminacy by finding the separation matrix $B(f)$ such that the components of $Y(f,t)$ are statistically independent [9]. Namely $B(f)$ is such that

$$Y(f,t) = P(f)\Lambda(f)S(f,t)$$

where $P(f)$ is a $n \times n$ permutation matrix and $\Lambda(f)$ is a diagonal $n \times n$ matrix.

Consequently several FD-BSS methods adapt the matrices $B(f)$ in order to minimize a cost function measuring the statistical independence of the components of the estimates $Y(f,t)$ (see [3]).

Because of the unknown order of the estimated components $y_i(f,t)$, in order to achieve separation in the time domain, it is necessary to match the components from the same signal in all the frequency bin before transforming back the signals in time. This is referred to as permutation resolution. After resolving the permutation, the estimated signals are still filtered by an indeterminant filter because of the scaling indeterminacy $\Lambda(f)$. A solution is to project back the estimated signals to the microphone array [10]. The projection back of the $i$th estimate is a $n$ component signal defined by

$$Z_i(f,t) = B(f)^{-1}D_iY(f,t)$$

where $D_i$ is a matrix having only one non null entry $d_{ii} = 1$. If we assume perfect separation $B(f)\Lambda(f) = P(f)\Lambda(f)$ and the estimated signal is $s_j(f,t)$ then $P(f)$ is such that $P(f)^{-1}D_iP(f) = D_i$ and $Z_i(f,t) = A(f,t)^{[i]}s_j(f,t)$ where $A(f,t)^{[i]}$ is the $i$th column of $A(f,t)$. Namely $Z_i(f,t)$ is equal to the contribution of the $i$th estimated signal at the microphone array because the projection back replaces the indeterminant filtering of the estimated signal by the estimate of the room impulse response between the location of the $j$th signal and the microphone array (represented by $A(f,t)^{[j]}$). Note that the observation is the sum of all the projected back components $X(f,t) = \sum_{i=1}^n Z_i(f,t)$.

3. PROPOSED METHOD

The block diagram in Fig 3 shows the proposed processing in the frequency domain. The different blocks are explained in the following sections.

3.1 Speech and Diffuse Background Noise Blind Separation

In [11], the authors showed that for speech/speech separation (cocktail party model) FD-BSS is equivalent to a set of adaptive null beamformers (ANBF) each having its null toward different speakers. Thus the separation is achieved because FD-BSS is able to cancel the speech that are point sources.

In our case, FD-BSS gives a good estimate of the diffuse background noise by placing a null in the direction of the speech. But it is not possible to get a good speech estimate since with a limited number of microphones it is not possible to cancel the diffuse background noise [12].

Another problem of the separation of speech and diffuse background noise is the permutation resolution. The methods developed for the speech/speech separation are often not efficient for the case of speech in diffuse background noise [13]. Here, in order to find the speech component in each of the frequency bin, we rely on the fact that the speech distribution is spikier than that of the diffuse background noise. To measure the ’spikedness’ of the distribution, we determine the scale parameter $\alpha(f)$ of the exponential distribution that fits the distribution of the modulus of the $y_i(f,t)$. The maximum likelihood estimate of this parameter is $\alpha(f) = \langle |y_i(f,t)| \rangle^{-1}$. The component with the largest parameter is selected as the target speech (for details see [13]). After this first step of permutation resolution, we assume that the components are permuted such that $y_1(f,t)$ is the speech component in the $f$th bin.

3.2 Modified Noise Estimate and Modified Observation

Assuming that the FD-BSS method achieved the best possible separation, the estimated noise components $y_2(f,t),\ldots,y_n(f,t)$ contain no speech however the speech estimate $y_1(f,t)$ is still contaminated by the noise.

The noise estimate for the conventional Wiener filter based post-processing is obtained by projecting back the $n-1$ components $y_2(f,t),\ldots,y_n(f,t)$ to the microphone array [6]. But in our approach we do not project back the $n-1$ noise components.

The noise estimate is composed of several components and these components may contribute at different levels in the noise still present in the speech estimate. In particular some of these estimated noise components may have a very small contribution in the noise contaminating the speech estimate. Meaning that FD-BSS suppressed some part of the diffuse background noise (the diffuse background noise may contain contributions of point sources for example). In such case, we propose to exclude these components from the noise estimate used by the Wiener filter post-processing. The reason is that it is better in term of speech distortion to suppress these components with the FD-BSS filter that is linear than with the nonlinear post-processing.

To determine the noise components that have few contribution in the noise contaminating the speech estimate, we compute the correlation between the speech estimate $y_1(f,t)$ and the other components $y_2(f,t),\ldots,y_n(f,t)$. This correlation is denoted by $C_i = \langle y_1(f,t)y_i(f,t) \rangle$ (where $\langle \cdot \rangle$ is the expectation operator and * the complex conjugate).

The noise components are sorted according to the absolute value of these correlations. In the remainder, the components are permuted such that $C_2 > \cdots > C_n$. The $p$ components with smallest correlation are not projected back (see the $p$ components set to 0 in Fig. 3).

Thus the noise estimate $X_{\text{N}}(f,t)$ is only composed of the projection back of $y_2(f,t),\ldots,y_{n-p}(f,t)$

$$X_{\text{N}}(f,t) = B(f)^{-1}D_{\text{N}}Y(f,t) = \sum_{i=2}^{n-p} Z_i(f,t)$$
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where \( D_N \) is a matrix selecting \( y_2(f,t), \cdots, y_{n-p}(f,t) \) (the Noise PB block in Fig. 3).

Since the last \( p \) components are not projected back the Wiener filtering has to be applied to the modified observation \( X_0(f,t) \) obtained by projecting back all the components except these \( p \) last ones

\[
X_0(f,t) = B(f)^{-1}D_0 Y(f,t) = \sum_{i=1}^{n-p} Z_i(f,t)
\]

where \( D_0 \) is a matrix selecting \( y_1(f,t), y_2(f,t), \cdots, y_{n-p}(f,t) \) (the Mod obs PB block in Fig. 3).

### 3.3 Wiener post-filter and delay and sum beamformer

The modified noise estimate \( X_n(f,t) \) and the modified observation \( X_0(f,t) \) both have \( n \) components. The Wiener filter is applied component wise and the Wiener gain for the \( i \)th component is

\[
G^{(i)}(f,t) = \frac{|\hat{X}^{(i)}_O(f,t)|^2}{|\hat{X}^{(i)}_O(f,t)|^2 + \gamma|\hat{X}^{(i)}_N(f,t)|^2}
\]

where the subscript \((i)\) denotes the \( i \)th component and \( \gamma \) is a parameter controlling the noise reduction. The \( i \)th component of the filtered target speech is

\[
\hat{S}^{(i)}(f,t) = \sqrt{G^{(i)}(f,t)}|\hat{X}^{(i)}_O(f,t)| \frac{\hat{X}^{(i)}_O(f,t)}{|\hat{X}^{(i)}_O(f,t)|}
\]

finally the \( n \) components of the Wiener filtered speech estimate are merged into one by applying a delay and sum (DS) beamformer in the direction \( \theta_{\text{target}} \) of the target speech

\[
\hat{S}(f,t) = \sum_{i=1}^{n} G^{(i)}_{\text{DS}}(f,t) \hat{S}^{(i)}(f,t)
\]

where \( G^{(i)}_{\text{DS}}(f,t) \) the gain of the DS beamformer at the \( i \)th microphone (the target DOA is estimated during the permutation resolution step after the speech components are found).

### 4. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of the proposed post-processing based on partial projection back, we compare it to the conventional Wiener filter based post-processing, to the FD-BSS with no post-processing and to a delay and sum beamformer (DS).

A four \((n = 4)\) microphone array (inter microphone spacing of 2.15cm) was used to record a diffuse background noise (a vacuum cleaner at two meters from the array and \(-60^\circ\)), the impulse responses at one meter from the array in front of the array and at an angle of \(60^\circ\) with a recorded fan noise. The SNR of this mixture is 0dB. Then this mixture of noises is mixed with the convolution of the impulse response at an angle of \(60^\circ\) with a recorded fan noise. The SNR of this mixture is 0dB. Then this mixture of noises is mixed with the convolution of the impulse responses and a clean speech (100 signals from the JNAS database of Japanese sentences [14]). A second set of data is obtain by mixing only the diffuse background noise with the filtered speeches. The first data set is referred to by ‘fan’ whereas the second is referred to by ‘no fan’. The SNR values between noise and speech are adjusted to be the same for both datasets.

For the frequency domain processing, the short time Fourier transform uses a 512 point hamming window with 50% overlap. The separation is performed by 300 iterations of a BSS method with adaptation step of 0.1 divided by two every 100 iterations (the method is adapted from [15, 16]).

The proposed approach is tested with two modified noise estimates corresponding to \( p = 1 \) and \( p = 2 \). The result are compared to the delay and sum beamformer in front of the array (DS), the FD-BSS with no post processing (BSS) and the conventional Wiener filter \( p = 0 \) (note: the FD-BSS with no post processing can be seen as discarding all the noise components \( p = 3 \)). Several values of the coefficient \( \gamma \) of the Wiener filter were tested for each method: \( \gamma \in \{1, 5, 10, 15, 20, 25\} \).

Since our goal is speech recognition, a 20K-word Japanese dictation task from JNAS is used as performance measure. The word accuracy achieved by the recognizer is function of both the SNR and the amount of distortion of the speech estimate. The recognizer is JULIUS [17] using Phonetically Tied Mixture (PTM) model [18]. The open test set

---

**Figure 3:** Overview of the method.

**Figure 4:** Experimental setup.
is composed of 100 utterances (female speakers). The conditions used in recognition are given in Table 1. The acoustic model is a clean model with superimposed noise (office noise 25dB SNR).

Figure 5 shows the word accuracy achieved by the different methods on the two data sets (‘fan’ and ‘nofan’) for the different SNR values. For each case the result is the one obtained with the parameter $\gamma$ giving the best word accuracy (also see first row of Table 2).

We can see that the performances are better for the ‘fan’ dataset that contains a point source in addition to the diffuse background noise. In particular for the lower SNRs (5dB and 10dB), the improvement of the word accuracy with the proposed method over the conventional method is better for the ‘fan’ dataset. This shows that if some components of the noise are canceled by the FD-BSS (the point source fan noise), modifying the noise estimate improves the performance. There is also a performance gain on the ‘nofan’ dataset showing that some of the noise components of the diffuse background noise contributed less to the noise contaminating the speech estimate given by FD-BSS. We can also notice that for larger $\gamma$ there is no performance improvement (see bottom of Fig. 6). This shows that at high SNR it is important to choose a smaller $\gamma$ for the proposed method.

Table 2 shows the difference of word accuracy between the proposed method with $p=2$ and the conventional method $p=0$ for different choice of $\gamma$. The row ‘best $\gamma$’ is obtained by selecting for each method at each SNR the parameter $\gamma$ from the list \{1, 5, 10, 15, 20, 25\} that gives the best word accuracy. This row shows the improvement for the proposed method for $p=2$ over conventional method ($p=0$) in Fig. 5. The other rows show the improvement for fixed values of $\gamma$. Note that for larger $\gamma$ there is no performance improvement on the ‘fan’ dataset as the proposed method perform best with small $\gamma$ (see bottom of Fig. 6). This shows that at high SNR it is important to choose a smaller $\gamma$ for the proposed method. We can also notice that for the ‘nofan’ dataset the performance difference is larger than for the ‘fan’ dataset at high SNR.

5. CONCLUSION

In this paper, we consider the suppression of the diffuse background noise in the human/machine communication scenario. We proposed a modification of the noise estimation given by FD-BSS. This modification leads to a more efficient Wiener filter based post-processing of the speech estimate. Some experimental results showed that this approach increases the word accuracy in a dictation task.
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Table 2: Word Accuracy differences for $p = 2$ and $p = 0$ versus $\gamma$

<table>
<thead>
<tr>
<th></th>
<th>'fan' dataset</th>
<th>'nofan' dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR dB</td>
<td>best $\gamma$</td>
<td>$\gamma = 1$</td>
</tr>
<tr>
<td>5dB</td>
<td>4.92</td>
<td>13.3</td>
</tr>
<tr>
<td>10dB</td>
<td>5.1</td>
<td>15.03</td>
</tr>
<tr>
<td>15dB</td>
<td>2.74</td>
<td>6.79</td>
</tr>
<tr>
<td>20dB</td>
<td>0.91</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Figure 6: Effect of Wiener coefficient on word accuracy for the different methods ('fan' dataset).


