Blind speech prior estimation for generalized minimum mean-square error short-time spectral amplitude estimator
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Abstract
In this paper, to achieve high-quality speech enhancement, we introduce the generalized minimum mean-square error short-time spectral amplitude estimator with a new blind prior estimation of the speech probability density function (p.d.f.). To deal with various types of speech signals with different p.d.f., we propose an algorithm of speech kurtosis estimation based on moment-cumulant transformation for blind adaptation to the shape parameter of speech p.d.f. From the objective and subjective evaluation experiments, we show the improved noise reduction performance of the proposed method.

Index Terms: Generalized MMSE STSA estimator, Speech kurtosis estimation, Generalized gamma distribution, Blind parameter estimation.

1. Introduction
In recent years, many applications of speech communication systems have been developed and launched into real-world human interface. In such applications, the essential requirement of these systems is robustness against environmental noise to work stably under adverse noise conditions. Therefore, many nonlinear noise reduction methods, such as spectral subtraction, Wiener filtering, and the minimum mean-square error (MMSE) short-time spectral amplitude estimator (STSA) estimator, have been actively studied.

The basic theory of the MMSE STSA estimator has been presented by Ephraim et al. [2] for the optimal identification of target speech amplitude spectrum in the MMSE sense, ignoring phase spectrum information. In this paper, we mainly deal with the MMSE STSA estimator because of its good balance of noise reduction ability and less distortion property in speech. The original MMSE STSA estimator has, however, an inherent problem owing to the mismatch in speech prior assumption. Thus, the method assumes that the speech probability density function (p.d.f.) has a Gaussian distribution. In fact, however, the speech signal always obeys more spiky p.d.f. [3] and this mismatch is likely to cause a degradation in enhanced speech quality.

To cope with this mismatch problem, an improved MMSE STSA estimator, which assumes that the speech amplitude spectrum obeys the generalized gamma distribution [4], has been proposed. However, in Refs. [5, 6], no method of estimating the shape parameter of the speech p.d.f. in advance is discussed, and this still remains as an open problem. The difficulty in the prior estimation problem is that the speech component is always overlapped with noise at every time-frequency grid; the speech p.d.f. is identified by the higher-order moments of speech amplitude spectrum but these moments do not hold the additivity for additive variables.

In this paper, to enable the generalized MMSE STSA estimator to treat various types of speech signals with different p.d.f., we propose a new blind algorithm for the prior estimation of the hidden speech p.d.f. even under the noise-contaminated condition. Our method is based on a moment-cumulant transformation technique with respect to the statistical estimates of observable noise and noisy speech signals. The cumulant-domain calculation resolves the signal-additivity problem, and also the moment-domain calculation deals well with the statistics transformation from the waveform to the amplitude spectrum. From the objective and subjective evaluation experiments, we show the improved noise reduction performance of the proposed method.

2. Conventional method
2.1. Original MMSE STSA estimator and its problem
We consider an acoustic mixing model where the observed signal contains only one target speech signal, and an additive noise signal. Hereafter, the observed signal in the time-frequency domain, 

\[ x(f, \tau) = s(f, \tau) + n(f, \tau), \]  

(1)

where \( f \) is the frequency bin number, \( \tau \) is the time-frame index number, \( s(f, \tau) \) is target speech signal component, and \( n(f, \tau) \) is the additive noise signal. Ephraim et al. [2] have proposed the noise reduction method that estimates the speech amplitude spectrum on the basis of MMSE criterion under a certain (fixed) speech prior; hereafter, we call this Ephraim method original MMSE STSA estimator. The original (nonparametric) MMSE STSA estimator assumes that the signal speech obeys a Laplacian distribution. However, it is well known that the speech signal has more spiky p.d.f. similar to a Laplacian distribution. Therefore, we introduce the generalized (parametric) MMSE STSA estimator with a new blind prior estimation of the speech p.d.f. Figure 1 shows the block diagram of our proposed method.

2.2. Parametric model for speech
In this study, we introduce the generalized gamma distribution [4] to model the amplitude spectral grid signal in the time-frequency domain. Its p.d.f. is written as

\[ p(x) = 2\phi^\eta \Gamma(\eta)^{-1} x^{\eta-1} \exp(-\phi x^2), \]  

(2)

\[ \phi = \eta/E(|x|^2), \]  

(3)

where \( \Gamma(\cdot) \) denotes the gamma function and \( \eta (0 < \eta < 1) \) is a shape parameter, \( \eta - 1 \) gives a Rayleigh distribution that
2.3. Generalized MMSE STSA estimator [5]

The generalized MMSE STSA estimator can estimate temporal a priori and a posteriori SNRs and the spectral gain using the noise signal observed in the non-speech period. First, the a posteriori SNR estimate $\gamma(f, T)$ is given as

$$\gamma(f, T) = \frac{1}{\lambda(f)} \frac{\gamma(f, T)^2}{\mathbb{E}\{\lambda(m(f, T))^2\}},$$

(4)

where $\lambda(f)$ is the power spectrum of the observed noise, and $\mathbb{E}\{\cdot\}$ denotes the expectation operator.

Next, using (4), the a priori SNR estimate $\xi(f, T)$ is given as

$$\xi(f, T) = \alpha \gamma(f, T) \delta^2(f, T-1) + (1-\alpha) \Pi f \gamma(f, T),$$

(5)

where $\alpha$ is the weighting factor of the decision-directed estimation, $\delta^2(f, T)$ is a spectral gain function, and the operator $\Pi f$ is a flooring function in which the negative input is floored to zero. Also, the spectral gain function is defined as [5]

$$\Gamma(f, T) = \frac{\sqrt{\tilde{\nu}(f, T)}}{\gamma(f, T)} \Gamma(\eta + 0.5) \Phi(0.5 - \eta, 1, -\tilde{\nu}(f, T)),$$

(6)

where $\Phi$ is a confluent hypergeometric function. The gain $\Gamma(f, T)$ includes a shape parameter $\eta$ that should represent speech p.d.f. prior, and we discuss how to determine it optimally in Sect. 3.

Finally, noise reduction is carried out as follows:

$$y(f, T) = \Gamma(f, T) x(f, T),$$

(7)

where $y(f, T)$ is the resultant output signal.


3.1. Shape parameter and kurtosis

Regarding the gamma distribution $\rho(x)$ in (3), it is well known that the shape parameter $\eta$ can be written as

$$\eta = (\mu_s/\mu_s^2 - 1)^{-1},$$

(8)

where $\mu_s/\mu_s^2$ is called the kurtosis and $\mu_m$ is the mth-order moment of the amplitude spectrum. From this relation, the shape parameter of the subjective speech signal can be estimated by obtaining its kurtosis value. In general, however, it is difficult to directly estimate the kurtosis of a speech signal because of the contamination by additive noise. In this section, a new algorithm of speech kurtosis estimation is proposed for the blind estimation of the shape parameter of speech p.d.f.

3.2. Problem and strategy

Since the speech component is always contaminated with noise at every time-frequency grid, it is difficult to estimate the speech kurtosis via theoretical analysis. Therefore, we inversely calculate the kurtosis of the speech amplitude spectrum in a data-driven manner, utilizing two observable statistics of the noisy speech signal and noise signal estimated in the speech-absent part. Note that the proposed speech kurtosis estimation is still an unsupervised method because this method requires no reference (clean) speech signals.

To cope with the mathematical problem that the mixing of speech and noise is additive but generally their higher-order moments are not additive, we introduce the cumulant, which holds the additivity for additive variables. Meanwhile, in transformation from a waveform to its amplitude spectrum, the exponentiation operation is conducted but the cumulant does not have a straightforward relationship. In this case, we use the moment instead of the cumulant. Thus, we propose to use moment-cumulant transformation.

3.3. Moment-cumulant transformation

In this section, we derive some formula regarding moment-cumulant transformation. They explicitly represent the relations between the moment and cumulant in each order, which are useful for estimating the kurtosis of the speech amplitude spectrum.

First, the characteristic function $\phi_x(it)$ of the random variable $x$ is defined as

$$\phi_x(it) = \int_{-\infty}^{\infty} e^{itx} p(x) dx.$$  

(9)

Then, we can define the $n$th moment $\mu_m(x)$ and the $n$th cumulant $\kappa_m(x)$ of $x$ as follows:

$$\mu_m(x) = \frac{\partial^n \phi_x(it)}{\partial t^n} \bigg|_{t=0},$$

(10)

$$\kappa_m(x) = \frac{\partial^n \log \phi_x(it)}{\partial t^n} \bigg|_{t=0}.$$

(11)

Next, polynomial forms of interrelations between the moment and cumulant are derived below. From (10), the $m$th moment $\mu_m(x)$ can be rewritten as

$$\mu_m(x) = \sum_{i=0}^{m} \frac{\partial^{(m)} \exp(\log \phi_x(it))}{\partial t^{(m)}} \bigg|_{t=0}$$

$$= \sum_{i=0}^{m} \prod_{k=0}^{i} \kappa_{m-k}(x) \mu_k(x),$$

(12)

Next, we use a combinatorial form of Faà di Bruno’s formula,

$$\frac{\partial^{(m)} f(g(x))}{\partial x^{(m)}} = \sum_{n(m)} f^{(m)}(g(x)) \prod_{k \in (m)} (g(x))^{(k)} \bigg|_{x=0},$$

(13)
where \( \pi(m) \) runs through the list of all partitions of a set of size \( m \), \( B \in \pi(m) \) means that \( B \) is one of the blocks into which the set is partitioned, and \( |B| \) is the size of the set \( B \).

In the same manner, from (11), the \( m \)th cumulant \( \kappa_m(x) \) is given by

\[
\kappa_m(x) = \sum_{\pi(m)} \log(|\pi(m)|) \left( \phi_x(t) \right) \prod_{B \in \pi(m)} \left( |B| \right) = \sum_{\pi(m)} (-1)^{|\pi(m)|-1} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(x).
\]

(14)

### 3.4. Estimation of speech kurtosis from observations

Hereafter, we define complex-valued variables of the observed (noisy speech) signal, the original speech signal, and the noise signal as \( (X_R + jX_I), (S_R + jS_I), \) and \( (N_R + jN_I) \), respectively, where \( X_R = S_R + N_R \) and \( X_I = S_I + N_I \) hold. Only the statistics of \( (X_R + jX_I) \) and \( (N_R + jN_I) \) are observable, but that of \( (S_R + jS_I) \) is a hidden value to be estimated. First, we measure the following \( m \)th moments from data:

\[
\mu_m(X_R) = E[X_R^m], \quad \mu_m(X_I) = E[X_I^m], \quad \mu_m(N_R) = E[N_R^m], \quad \mu_m(N_I) = E[N_I^m].
\]

(15)

(16)

(17)

(18)

Generally, the cumulant has the additivity for the additive independent variables, i.e., \( \kappa_m(a + b) = \kappa_m(a) + \kappa_m(b) \). Using this relation and (14), we can estimate the cumulant of the real part of the speech signal as

\[
\kappa_m(S_R) = \kappa_m(X_R) - \kappa_m(N_R)
= \sum_{\pi(m)} (-1)^{|\pi(m)|-1} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(X_R)
- \sum_{\pi(m)} (-1)^{|\pi(m)|-1} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(N_R).
\]

(19)

In the same manner, the cumulant of the imaginary part is written as

\[
\kappa_m(S_I) = \sum_{\pi(m)} (-1)^{|\pi(m)|-1} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(X_I)
- \sum_{\pi(m)} (-1)^{|\pi(m)|-1} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(N_I).
\]

(20)

Next, the statistics of the squared variable of \( S_R \) is given by

\[
\mu_m(S_R^2) = \mu_{2m}(S_R) = \sum_{\pi(2m)} \prod_{B \in \pi(2m)} \kappa_B(S_R).
\]

(21)

In the imaginary part, \( \mu_m(S_I^2) \) is also written as

\[
\mu_m(S_I^2) = \mu_{2m}(N_I) = \sum_{\pi(2m)} \prod_{B \in \pi(2m)} \kappa_B(N_I).
\]

(22)

Given (21) and (22), we can calculate the cumulant of the power spectrum \( s_R^2 + s_I^2 \) as

\[
\kappa_m(s_R^2 + s_I^2) = \kappa_m(s_R^2) + \kappa_m(s_I^2)
= \sum_{\pi(m)} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(s_R^2)
+ \sum_{\pi(m)} \left( \frac{1}{|\pi(m)| - 1} \right)! \prod_{B \in \pi(m)} \mu_B(s_I^2),
\]

(23)

and the \( m \)th moment of the power spectrum is given by

\[
\mu_m(s_R^2 + s_I^2) = \sum_{\pi(m)} \prod_{B \in \pi(m)} \mu_B(s_R^2 + s_I^2).
\]

(24)

Furthermore, the \( m \)th moment of the amplitude spectrum \( s_R^2 + s_I^2 \) is

\[
\mu_m((s_R^2 + s_I^2)^{\frac{1}{2}}) = \mu_{\frac{m}{2}}(s_R^2 + s_I^2).
\]

(25)

Finally, using (15)–(25), we can estimate the resultant kurtosis of the speech amplitude spectrum as

\[
\kurt_{\text{speech}} = \frac{\mu_{4}(s_R^4 + s_I^4)}{\mu_{2}^2(s_R^2 + s_I^2)},
\]

(26)

where

\[
N(\mu_m(X_R), \mu_m(X_I), \mu_m(N_R), \mu_m(N_I)) = \mu_m(s_R^4 + s_I^4)
= \mu_4(s_R^4 + s_I^4),
\]

(27)

\[
D(\mu_m(X_R), \mu_m(X_I), \mu_m(N_R), \mu_m(N_I)) = \mu_2(s_R^2 + s_I^2),
\]

(28)

The shape parameter of speech p.d.f. can be estimated using (8) and (26).

### 4. Experiment

#### 4.1. Experimental setup

We conducted experiments to confirm the effectiveness of the proposed method. In this experiment, we compare the original MMSE STSA estimator and the generalized MMSE STSA estimator with the proposed speech p.d.f. estimation (hereafter, we simply refer to this method as generalized MMSE STSA estimator).

We used 20 speakers (10 males and 10 females) as the target speech signals and two types of noise signals (white Gaussian noise and railway station noise). By combining the target speech signals and the noise signals, the test data are obtained. The first half of each test data consists of noise only. We assume that noise only signals were estimated completely by voice activity detection. All the signals used in this experiment are 16-kHz-sampled signals. The input SNR of test data was set to 0.
In the objective evaluation, we evaluated the performances of noise reduction via three indications. In order to compare the amount of noise reduction and sound quality, we calculate the noise reduction rate (NRR) [7] (output SNR - input SNR in dB) and cepstral distortion (CD) [8] (a measure of the degree of spectral envelope distortion) of processed signals. Furthermore, in the preference test, we evaluated the sound quality of processed signals subjectively, especially for the human impression of the enhanced speech.

4.2. Experimental results

First, Fig. 2 shows the shape parameters of true speech signals and those estimated using the proposed algorithm in Sect. 3. From Fig. 2, we can confirm that the optimal shape parameter of speech p.d.f. can be estimated corresponding to each utterance correctly. Thus, it can be expected that the generalized MMSE STSA estimator can be adapted to various types of signals with different p.d.f. using the shape parameter estimated by the proposed algorithm.

Next, the objective evaluation of noise reduction performance is discussed. Figure 3 shows the results for the average NRR and CD of all the target speakers. In Fig. 3, although the generalized MMSE STSA estimator achieves a larger amount of noise reduction than the original MMSE STSA estimator, it leads to more speech distortion. Therefore, there exists a trade-off between the amount of noise reduction and speech distortion in the original and generalized MMSE STSA estimators.

Finally, the result of a preference test is shown in Fig. 4. Eleven examinees participated in the preference test, in which a pair of processed signals with equivalent NRR using the original MMSE STSA estimator and the generalized MMSE STSA estimator were presented, and the participants were asked to select which signal they preferred. From Fig. 4, the generalized MMSE STSA estimator gains a higher preference score than the original MMSE STSA estimator.

5. Conclusions

In this paper, we proposed a new algorithm to estimate the shape parameter of speech p.d.f. from kurtosis for the generalized MMSE STSA estimator. In the experiment, we confirmed that the generalized MMSE STSA estimator can be adapted to various types of signals with different p.d.f. using the proposed algorithm. According to objective evaluation, it was shown that there is trade-off between the amount of noise reduction and speech distortion at the original and generalized MMSE STSA estimators. However, in the preference test, the generalized MMSE STSA estimator indicated a higher preference score than the original MMSE STSA estimator. Thus, the generalized MMSE STSA estimator with blind estimation of the shape parameter of speech p.d.f. has an advantage in terms of sound quality over the original MMSE STSA estimator.
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