Close speaker cancellation for suppression of non-stationary background noise for hands-free speech interface
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Abstract

This paper presents a noise cancellation method based on the ability to efficiently cancel a close target speaker contribution from the signals observed at a microphone array. The proposed method exploits this specificity in the case of the hands-free speech interface when the target user is close to the microphone array and the noise is a diffuse background noise. This method is in particular able to deal with non-stationary noise. The method can be divided in three steps. First, the steering vector pointing at the target user is estimated from the covariance of the observed signals. Then the noise estimate is obtained by canceling the user’s contribution. During this step the speech pauses are also estimated. Finally a post-filter is used to suppress this estimated noise from the observed signals. The post-filter strength is controlled by using the estimated noise during the speech pauses as reference. A 20k-words dictation task in presence of non-stationary diffuse background noise at different SNR levels illustrates the effectiveness of the proposed method.

Index Terms: speech enhancement, hands-free speech interface, noise cancellation

1. Introduction

Speech is the most natural communication medium for human consequently it is of great interest to develop speech interfaces for controlling machines [1]. Among the different choices for designing a speech interface, the hands-free speech interface in which the voice of the user is picked up at a distance is one of the most natural approach because it suppresses the need to use a hand-held microphone or a headset. But this convenience comes at the expense of a higher level of ambient noise in the captured speech signal. Consequently, for a hands-free speech interface operating in realistic situation, it is necessary to deal with the noise. This can be done in the recognizer by training on noisy data but this solution is only suitable if we have a good knowledge of the noise present during operation. Another approach is to apply a denoising algorithm before feeding the received speech utterance to the recognizer.

For single microphone hands-free speech interfaces, several denoising methods use the speech pauses to get an estimate of the noise spectral density and then suppress the estimated noise from the observed signal using a nonlinear post-filter [2, 3]. These approaches are very effective for suppressing relatively stationary noise for which the noise spectral density is well estimated during speech pauses.

In the case of speech interfaces equipped with a microphone array, beamforming [4] can be applied to enhance the quality of the captured speech. However in presence of diffuse background noise, the performance of beamforming is limited by the number of microphones. To overcome this limitation, we can use an architecture similar to the generalized side lobe canceller (GSC) [5]. In the GSC approach, first a spatial filter is applied to the signal observed by the microphone array. This spatial filter is composed of two paths: a fixed beamformer gives a slightly enhanced speech signal and a blocking matrix gives an estimate of the noise. Then these two estimates are combined with a nonlinear post-filter in order to obtained the final enhanced speech signal. The GSC approach can be modified by changing the post-filter [6] or modifying the spatial filter [7, 8]. Contrary to the original GSC, the approaches proposed in [7, 8] use an adaptive beamformer that does not constrain the user to be at a fixed position.

In this paper, we consider a speech interface where a single user is talking close to a microphone array and can be considered as the dominant signal. Moreover, we assume that the noise is a diffuse background noise created by sources far from the array. This diffuse background noise is not assumed to be stationary. This scenario describes the use of a personal device in a noisy environment, thus it is of great interest to find an effective solution. In this paper, we will show that by exploiting the specificity of this problem, it is possible to perform effective denoising using an approach combining an adaptive beamformer, a noise estimator (adaptive blocking matrix) and a nonlinear post-filter like the ones in [7, 8] but with a reduced computation cost. In the following, we first present the model of the studied speech interface and describe a noise cancellation method similar to the ones in [8]. Then we introduce the simplified method and detail how to get the adaptive beamformer and the blocking matrix from the dominant eigenvector of the observed signals covariance matrix and how to suppress the estimated noise from the observed signals. Finally, the performance of the proposed method is assessed by a 20k-word dictation task in presence of a real-world non-stationary diffuse background noise.

2. Hands-free speech interface model

In this paper, we consider the situation where the target user is close to the microphone array whereas the diffuse background noise is created by sources far from the microphone array. Consequently, only the target user is assumed to be a point source and have a clear direction of arrival (DOA). We define the model of this hands-free speech interface in the frequency domain. The frequency domain signals are obtained using a short time Fourier transform (STFT) of size $F$. In the remainder $f$ denotes the frequency bin and $k$ denotes the frame index. The mixing model in the $f$th frequency bin is
where \( S(f, k) \) is the speech component, \( N(f, k) \) is a vector containing the \( n \) components of the diffuse background noise, \( \mathbb{I}_n \) is the identity matrix of size \( n \) and

\[
H_\theta(f) = \{ \exp(j2\pi f/F) e^{j \frac{2\pi}{c} \sin \theta(f)} \}_{\theta \in \{0, \ldots, n-1\}}
\]

is a \( n \times 1 \) steering vector depending of the target speech DOA \( \theta(f) \) (also of the sampling frequency \( f_s \), the microphone spacing \( d \), and the sound velocity \( c \)). Note that the vector \( H_\theta(f) \) is function of the frequency. The reason is that the apparent DOA at a given frequency, that accounts for the effect of the reflection and the reverberation, differs from the physical DOA of the speech, which is an angle defined by the user position relatively to the microphone array. It is a realistic assumption that, in a given frequency bin, the target speech component is statistically independent of the diffuse background components, but the statistical independence of the diffuse background noise components is not assumed.

### 3. FD-BSS with nonlinear post-filter

In this section, we present the general idea behind the denoising method in [8, 9]. This method use frequency domain blind signal separation (FD-BSS) to blindly estimate the target speech and the noise. In the \( i \)-th frequency bin, the estimate \( Y(f, t) \) is obtained by applying an unmixing matrices \( W(f) \) to the observed signals

\[
Y(f, k) = W(f)X(f, k)
\]

\( W(f) \) is updated to minimize the mutual information of \( Y(f, k) \) and converges to

\[
W(f) = \left[ \frac{\mathbf{I} \mathbf{I}^{\dagger}(f)}{\mathbf{I}^{W}(f)} \right]^{\dagger}
\]

where \( \mathbf{I}^{W}(f) \) is a \( n \times n \) matrix of rank \( n-1 \) such that \( \mathbf{I}^{W}(f)H_\theta(f) = 0_{n-1 \times 1} \). Namely the first component is a delay and sum (DS) beamformer in the target speech direction whereas the other components have spatial nulls in the speech direction [8]. Then the noise estimate \( \hat{N}(f, t) \) is obtained by projecting back the noise components [10] and suppressed from the observed signal applying a nonlinear post-filter channelwise. Finally the speech estimate \( \hat{S}(f, t) \) is obtained by applying a delay and sum (DS) beamformer in the direction \( \theta \) of the target speech to merge the different channels. Fig. 1 illustrates this in the case of a Wiener post-filter. These approaches are able to deal with non stationary noises and do not constrain the user’s DOA.

Figure 1: Blind noise estimation with channel-wise Wiener post-filter.

### 4. Proposed approach

#### 4.1. Steering vector estimation

In eigenspace beamforming it is common to estimate the steering vector pointing to each user by using the periods where only that user is active [11]. During these periods, the eigenvector corresponding to the largest eigenvalue of the estimated covariance matrix is collinear to the steering vector pointing to the active user.

For the hands-free speech interface with a single dominant user, it is reasonable to use the same method to estimate the steering vector pointing to the user. With the model defined in Eq(1), we can write the covariance of the observed signal as

\[
\Gamma_X(f) = \sigma_\theta^2 H_\theta(f) H_\theta^H(f) + \Gamma_N(f)
\]

where \( \Gamma_N(f) \) is the covariance of the noise and \( \sigma_\theta^2 = \mathbb{E} \{ S(f, k)^2 \} \). Because we assume that the target user speech is the dominant signal, the eigenvector \( V(f) \) corresponding to the largest eigenvalue of the estimated covariance \( \hat{\Gamma}_X(f) \) is taken as steering vector estimate \( \hat{H}_\theta(f) = V(f) \).

The quality of this estimation depends of how dominant is the target speech and also affect the noise estimation (see next section).

#### 4.2. Noise estimation

In the propose method, the noise estimate is obtained by subtracting the speech contribution from the observation

\[
\hat{N}(f, k) = \left( \mathbb{I}_n - \frac{1}{\sigma_\theta^2} \Gamma_X(f) \right) \lambda^H V(f) \lambda \lambda^H V(f) \right) X(f, k)
\]

where \( \lambda \) is a scalar such that \( \mathbb{E} \{ |z(f, k)|^2 \} = 1 \) where

\[
Z(f, k) = \lambda \lambda^H V(f) \lambda \lambda^H V(f) \right) X(f, k)
\]

Assuming perfect estimation of \( H_\theta(f) \) we have

\[
\hat{Z}(f, k) = \lambda \left[ \frac{1}{\sigma_\theta^2} \hat{H}_\theta(f) \right] \left[ \frac{S(f, k)}{N(f, k)} \right],
\]

then the constraint on \( Z(f, k) \) gives \( |\lambda|^2 = \frac{\sigma_\theta^2}{\sigma_\theta^2} \), where \( \sigma_\theta^2 = \mathbb{E} \{ S(f, k)^2 \} \Gamma_N(f) \hat{H}_\theta(f) \).

We can rewrite the noise estimate (dropping frequency index)

\[
\hat{N}(k) = \left( \mathbb{I}_n - \frac{1}{\sigma_\theta^2} \Gamma_N(f) \right) \hat{H}_\theta S(k)
\]

Then the noise estimate \( \hat{N}(k) \) can be seen as the noise power in the direction \( \theta \), thus the quality of the noise estimation is function of the ratio of power in the direction \( \theta \) and of the ratio of power in all directions \( \Gamma_N(f) \hat{H}_\theta^H H_\theta \).

In our case, the two ratios are small as we consider a dominant speech signal. Thus the noise estimate is

\[
\hat{N}(k) \approx \left( \mathbb{I}_n - \frac{1}{\sigma_\theta^2} \hat{H}_\theta^H H_\theta \right) N(k)
\]

meaning that the noise is underestimated in the direction \( \theta \) where a spatial null suppresses the close target speech. This noise estimate is equivalent to the one obtained using the projection back in [8] as showed in [12].

When the target user is not clearly dominant, in addition to the estimation error on the steering vector, estimation errors appear in the noise estimate because the two ratios are no longer small. The target speech leaks in the noise estimate, first term of Eq(3), and the noise is distorted, second term of Eq(3).
4.3. Detection of speech pauses

Because the close target speech is efficiently canceled by a spatial null (like in FD-BSS based methods [8]), the ratio

\[
\frac{<|N(f, k)|^2 >_{F_0}}{<|X(f, k)|^2 >_{F_0}}
\]

(4)

where \(<\cdot >_{F_0}\) denotes an averaging on the frequency band \(F_0\) that contains the speech is a good indicator of speech presence. This ratio is closer to one when there is speech pauses and decreases when the speech is active. This is illustrated in Fig.2 where the ratio (scaled) is superimposed on the spectrogram of the observed signal (the data are the same as in Sect.5).

We use the \(K\) frames where the ratio Eq.(4) is the closest to one to estimate \(<|N(f, k)|^2 >_{F_0,K}\) where \(<\cdot >_{F_0,K}\) denotes an averaging on the frequency band \(F_0\) and on the \(K\) selected frames. These \(K\) frames appear as circled values in fig.2. This average quantity is regarded as the average power of the diffuse background noise.


![Figure 2: Spectrogram and ratio Eq(4) with the K selected frames marked (circles).](image)

4.4. Post-filter

We use a post-filter similar to the one used in [9, 12] The Wiener gain for the \(i\)th signal is

\[
G^{(i)}(f, k) = \frac{|X^{(i)}(f, k)|^2}{|X^{(i)}(f, k)|^2 + \alpha |N^{(i)}(f, k)|^2}
\]

where the subscript \((i)\) denotes the \(i\)th component and \(\alpha\) is a parameter controlling the noise reduction. The \(i\)th component of the filtered target speech is

\[
\hat{S}^{(i)}(f, k) = \sqrt{G^{(i)}(f, k)}|X^{(i)}(f, k)| \frac{X^{(i)}(f, k)}{|X^{(i)}(f, k)|}.
\]

Finally the speech estimate \(\hat{S}(f, k)\) is obtained by applying a delay and sum (DS) beamformer in the estimated direction \(\hat{\theta}\) of the target speech (the estimated DOA \(\theta\) is obtained from the steering vectors \(V(f)\) and averaged on the frequency band where the speech is present).

In this paper, we set the parameter \(\alpha\) such that

\[
<|X(f, k)|^2 >_K > \alpha <|N(f, k)|^2 >_K = G_{min}
\]

where \(<\cdot >_K\) denotes the averaging on the \(K\) frames with smallest ratio Eq.(4) and \(G_{min}\) is the desired attenuation of the average power of the diffuse background noise \(<|N(f, k)|^2 >_K\).

5. Experimental results

To evaluate the effectiveness of the proposed denoising method for hands-free speech interface, we use a 20K-words dictation task in presence of a real-world noise. We used the JNAS database [13] and the recognizer JULIUS (version 4.1.1 fast) using Phonetically Tied Mixture (PTM) model [14]. The open test set is composed of 100 utterances (female speakers). The conditions used in recognition are given in Table 2. The experimental data were generated using recording from a train station hall with a eight microphone linear array (spacing 2.15cm), see experimental setting in Fig. 3. The test sentences are convoluted with the measured impulse response and mixed at different SNR levels with the recorded non-stationary diffuse background noise.

Three acoustic models are used a clean model, a clean model with super-imposed office noise at 30dB SNR and a clean model with super-imposed office noise at 25dB SNR. For the two models with super-imposed office noise, the same office noise is added with an SNR of 30dB to the utterances before performing recognition (masking noise).

Three different steering vector estimation methods are compared: the use of the dominant eigenvector, the use of FD-BSS as in [8] and the use of frequency domain blind signal extraction (FD-BSE) as in [12]. These three methods are respectively designated by ‘Proposed’, ‘BSS+WF’ and ‘BSE+WF’ in Table 1. ‘Unprocessed’ refers to the unprocessed signals and ‘DS’ to the output of the DS beamformer (eigenvector) without the nonlinear post-filter. The post-filter is the same for all steering vector estimation methods. The STFT uses a 512 point Hanning window with 128 points shift and a 1024 points FFT. The number of frames used for estimating the average noise power is \(K = 100\) and the attenuation \(G_{min}\) is taken in the set \((-33, -30, -23, 20, -13, -10, -3)\) dB. Table 1 shows the result for the best \(G_{min}\).

We can see that for the simple case of a close target user in diffuse background noise, using the covariance to estimate the steering vector gives results that are as good as the one obtained from more complex estimation methods. Moreover the computational cost is greatly reduced compared to FD-BSS and FD-BSE (in this simulation 0.3s for the proposed method, 126s for FD-BSE and 360s for FD-BSS but both the adaptive methods were applied with a larger than necessary number of iterations).

The influence of the attenuation \(G_{min}\) (in dB) of the average

![Figure 3: Experimental setting.](image)

<table>
<thead>
<tr>
<th>Table 2: System specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency: 16 kHz</td>
</tr>
<tr>
<td>Frame length: 25 ms</td>
</tr>
<tr>
<td>Frame period: 10 ms</td>
</tr>
<tr>
<td>Pre-emphasis: (1 - 0.97e^{-1})</td>
</tr>
<tr>
<td>Feature vectors: 12-order MFCC, 12-order ΔMFCCs, 1-order ΔΔ</td>
</tr>
<tr>
<td>HMM: PTM, 2000 states</td>
</tr>
<tr>
<td>Training data: Adult and Senior (JNAS)</td>
</tr>
<tr>
<td>Test data: Adult and Senior female (JNAS)</td>
</tr>
</tbody>
</table>

-180-
average diffuse background noise power $< |\mathbf{N}(f,k)|^2 >_K$ on the word accuracy is presented in Fig. 4 for 0dB ( ), 5dB ( ), 10dB ( ) and 15dB ( ) SNR. We can see that the choice of the attenuation is especially critical at lower SNR levels. An attenuation of $-20$dB is a good compromise for an unknown input SNR level (a possible development is to estimate the SNR using the speech pauses).

![Word acc. (for the clean model with 30dB office noise super-imposition) vs attenuation $G_{\text{min}}$ (in dB) for 0dB (.), 5dB ( ), 10dB ( ) and 15dB ( ) SNR levels.](image)

**Fig. 4:** Word acc. (for the clean model with 30dB office noise super-imposition) vs attenuation $G_{\text{min}}$ (in dB) for 0dB (.), 5dB ( ), 10dB ( ) and 15dB ( ) SNR levels.

Fig. 5 shows an example of spectrograms for 15dB SNR with $G_{\text{min}} = -20$dB and $K = 100$.

![Spectrograms of observation (top) and processed signal (bottom).](image)

**Figure 5:** Spectrograms of observation (top) and processed signal (bottom).

### 6. Conclusions

In this paper, we showed that in the case of a single dominant target speaker in presence of diffuse background noise, using the dominant eigenvector of the covariance matrix is an affordable alternative to more complex blind processing method. We also proposed a practical way to set the strength of the post-filter using the estimated speech pauses. When the target user is not the only dominant signal this approach fails thus the future work is to detect such cases and shift to FD-BSS or FD-BSE estimation when necessary.
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