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ABSTRACT

Recently, methods using blind signal separation were proposed to separate the signals received by a microphone array. In this paper, we propose a new frequency domain semi-blind source separation method for replacing the blind source separation method when it is possible to obtain additional information on some of the signals. This is of particular interest in situations like in hands-free speech recognition where the blind separation has to work on limited amount of data in a challenging environment. The proposed method incorporates references to some of the signals that are obtained by additional sensors. Some experimental results shows that the proposed method is able to incorporate the additional information efficiently and that the performances are improved in term of SNR and word accuracy in a speech recognition task.

Index Terms—Semi-Blind signal separation, speech processing

1. INTRODUCTION

Nowadays, communicating with machines is usually not natural and requires some adaptation or training. In order to improve the usability of these machines and reduce the burden for the users it is important to recreate the natural human communication interface: Speech. The most difficult task being to give machines the ability to listen. Speech recognition is working well if we use a microphone close to the user's mouth but this is not a natural interface and not a convenient one in many situations. For these reasons, the focus is now on hands-free speech recognition. In hands-free speech recognition, the user's voice is picked at distance by a microphone array making a more natural interface with the machine. However, the cost is that noise and reverberation deteriorate the received speech quality. Hence it is necessary to improve the quality of the received speech before speech recognition is performed.

In order to deal with the noise, blind signal separation (BSS) based techniques are strong candidates for processing the multidimensional observation given by microphone arrays (see review paper [1]). The goal of BSS is to separate the observed signal in its different components. Ideally, receiving the user's speech contaminated with noise, we would recover the speech and the noise separately. The frequency domain approach, referred to as FD-BSS, is especially of great interest since the convolutive mixture modeling the reverberant environment can be efficiently processed in the frequency domain. However, this is still a challenging task in a real environment where the number of interfering noise signals is large and the amount of data is limited.

In this paper, we consider the case where some additional information is available. For example, consider a navigation system in a car with a hands-free speech recognition interface that uses FD-BSS to improve the received speech. If the driver listen to music then the system should use information from the music player to obtain better performance. This is a semi-blind approach because a reference to one of the signals is available. Note that the system knows what music was emitted but still have to determine the received music in the observed speech. Figure 1 illustrates the situation. The hands-free speech recognition system uses a microphone array that picks the user's speech and noises. The noises are composed of the exterior noises and the interior noises. The interior noises being the noises for which references are available. In a real environment, to improve the separation it seem necessary to exploit all information. For this purpose, we propose a semi-blind signal separation method that operates in the frequency domain in order to replace the FD-BSS approach. After presenting the new method, its performances are compared to the blind approach in a realistic environment.
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3. PROPOSED METHOD

3.1. Block structure
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The matrix equation is

\[ W₁(f) A(f) \begin{bmatrix} B(f) & C(f) \end{bmatrix} = \begin{bmatrix} P₁(f) A₁(f) & 0 \\ 0 & P₂(f) A₂(f) \end{bmatrix} \]
Fig. 3. Block structure of the mixture.

where $P_1(f) (p \times p)$ and $P_2(f) (q \times q)$ are permutation matrices and $A_1(f) (p \times p)$ and $A_2(f) (q \times q)$ are diagonal matrices. Consequently it is possible to estimate the components of $S(f,t)$ and $N(f,t)$ by updating $W_1(f)$, $W_2(f)$ and $W_3(f)$ until the components of $Y(f,t)$ and $Q(f,t)$ are all statistically independent (Note that an echo canceler [4] cancels the contribution of $N(f,t)$ in $X(f,t)$ but does not recover $S(f,t)$).

3.2. Proposed algorithm

The proposed semi-blind separation method uses the mutual information of $Y(f,t)$ and $Q(f,t)$ to measure the statistical independence of their components. The criterion is optimized by an iterative gradient descent on the matrices $W_1(f)$, $W_2(f)$ and $W_3(f)$. At iteration $k$, we have the following unmixing system

$$
\begin{bmatrix}
Y^{(k)}(f,t) \\
Q^{(k)}(f,t)
\end{bmatrix} =
\begin{bmatrix}
W_1^{(k)}(f) & W_2^{(k)}(f) \\
0 & W_3^{(k)}(f)
\end{bmatrix}
\begin{bmatrix}
X(f,t) \\
R(f,t)
\end{bmatrix}.
$$

To obtain the update rules for these matrices we rewrite the update rule in the blind case eq.(4) with the proposed demixer structure

$$
W_1^{(k+1)}(f) W_2^{(k+1)}(f) =
\begin{bmatrix}
W_1^{(k+1)}(f) & W_2^{(k+1)}(f) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
W_1^{(k)}(f) & W_2^{(k)}(f) \\
0 & 0
\end{bmatrix}

-\mu \left( I_{p+q} - 
\begin{bmatrix}
\Phi(Y^{(k)}(f,t)) \\
\Phi(Q^{(k)}(f,t))
\end{bmatrix}
\begin{bmatrix}
Y^{(k)}(f,t) \\
Q^{(k)}(f,t)
\end{bmatrix}^H 
\right)
	imes
\begin{bmatrix}
W_1^{(k+1)}(f) & W_2^{(k+1)}(f) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
W_1^{(k)}(f) & W_2^{(k)}(f) \\
0 & 0
\end{bmatrix}.
$$

Then the update rules for the matrices $W_1(f)$, $W_2(f)$ and $W_3(f)$ are extracted (A semi-blind method for instantaneous mixtures in the time domain uses the same approach to get the update rules in [5]). The update rules for the matrices have the following form

$$
W_j^{(k+1)}(f) = W_j^{(k)}(f) + \mu \Delta W_j^{(k)}(f)
$$

where (dropping the frequency and frame indexes for $Y(f,t)$ and $Q(f,t)$)

$$
\Delta W_1^{(k)}(f) = \left( I - \Phi(Y^{(k)}(f)) Y^{(k)}(f) \right) W_1^{(k)}(f)
$$
$$
\Delta W_2^{(k)}(f) = \left( I - \Phi(Y^{(k)}(f)) Y^{(k)}(f) \right) W_2^{(k)}(f)
$$
$$
\Delta W_3^{(k)}(f) = \left( I - \Phi(Q^{(k)}(f)) Q^{(k)}(f) \right) W_3^{(k)}(f).
$$

The frequency domain signals are approximately circular because they were obtained by a STFT. For a circular random variable $y = |y| \text{e}^{j \text{arg } y}$ we have

$$
\phi(y) = \phi(|y|) \text{e}^{j \text{arg } y}
$$

Thus the unknown score functions can be estimated from the data using a kernel based estimate of the score function of their modulus.

After the semi-blind separation is performed in all the frequency bins, the permutation resolution is also simplified because of the block structure.

4. EXPERIMENTAL RESULTS

To demonstrate the importance of the internal noise reference we performed some experiments mixing the noise recorded in a train station as external noise and a synthetic non stationary noise as internal noise. The impulse response of the train station hall was also measured for a speaker at 50cm in front of a four microphone array (inter mic. spacing is 2.15cm). 200 Japanese sentences of different length were used as speech signals (2s to 14s at 16kHz from the JNAS database [6]). The observed signals are obtained in two steps. First a speech signal convoluted by the impulse response is mixed with the recorded noise. The SNR in this mixture is called SNR ext. Then the mixed speech and external noise is mixed with the internal noise that is filtered by a low pass filter. The SNR for this second mixture is SNR int. We also filter the internal noise to obtain the reference.

In all experiments we compared the iterative INFOMAX approach (blind) to the proposed approach (semi-blind). The STFT is performed with a 512 points hanning window with 256 points overlap. The matrices $B(f)$ are initialized to identity in all frequency bins then 200 iterations are performed with an adaptation step $\mu = 0.1$. The speech signal is selected out of the separated components in all the frequency bins using the same method for both approach. The INFOMAX method considers the reference signal as a fifth observation. Then both algorithms have the same amount of statistical information. The only difference is that the semi-blind approach knows that the mixture has the block structure showed in Fig.3.

The estimation quality is measured in term of noise reduction rate (NRR) defined as the difference of the SNR for
the speech estimates (after processing) and the SNR for the observations (before processing). Consequently, a positive NRR means that the speech estimate quality is improved. Figures 4(a), (b) and (c) show the NRR for mixtures at different SNRs (averaged on the 200 test signals). The second measure of performance is the word accuracy for a continuous speech recognition task. The speech recognition conditions are given in Table 1 and the results in Figs. 4(d), (e) and (f).

The blind method is able to improve the speech signal but using the block structure gives the advantage to the semi-blind method when the number of iterations is limited. The performance of the blind method would increase if the number of iterations is larger but in a real situation computation time is limited. The performance difference is also larger for the shorter sentences.

Table 1. Conditions for speech recognition

<table>
<thead>
<tr>
<th>Task</th>
<th>20k word newspaper dictation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic model</td>
<td>phonetic tied mixture,</td>
</tr>
<tr>
<td></td>
<td>clean model [7]</td>
</tr>
<tr>
<td>Acoustic model training</td>
<td>260 speakers</td>
</tr>
<tr>
<td></td>
<td>(150 sentences/speaker)</td>
</tr>
<tr>
<td>Decoder</td>
<td>JULIUS ver 3.2 [7]</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper we proposed a semi-blind separation approach that operates in the frequency domain. The method easily incorporates the information given by additional sensors to the BSS based approach. Experiments showed that this can be very beneficial in a hands-free speech recognition scenario.
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