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SUMMARY We investigate the minimum weights of simple full-length array LDPC codes (SFA-LDPC codes). The SFA-LDPC codes are a subclass of LDPC codes, and constructed algebraically according to two integer parameters p and j. Mittelholzer and Yang et al. have studied the minimum weights of SFA-LDPC codes, but the exact minimum weights of the codes are not known except for some small j and i. Mittelholzer showed that the minimum weights of regular LDPC codes are less than or equal to (j + 1)! [7], and Fossorier discusses the minimum distance of Quasi-Cyclic LDPC codes from circulant permutation matrices [4]. Mittelholzer has derived in [8] some upper-bound limits of the minimum weights of certain array LDPC codes [2]. Array LDPC codes are a class of LDPC codes that are algebraically constructed from a family of array codes [1], [3]. Mittelholzer assumes some more additional conditions on the array LDPC codes, and thus it will be better to distinguish the investigated class from the class of general array LDPC codes. In this paper, we name simple full-length array LDPC codes (SFA-LDPC codes) for the class of LDPC codes that Mittelholzer investigates. A SFA-LDPC code is defined according to two integer parameters p and j. Let CA(p, j) denote the SFA-LDPC code defined by p and j. Mittelholzer showed that the minimum weight of the SFA-LDPC code CA(p, 4) is 12 or less [8], which significantly improves the upper bound limit (4 + 1)! = 120 given by MacKay [7] for general regular LDPC codes. Mittelholzer also showed that the minimum weight of the SFA-LDPC code CA(p, 5) is 20 or less.

The study of Mittelholzer is followed by Yang et al. in [12]. Mittelholzer discussed the upper-bounds of the minimum weights of CA(p, j), but Yang discussed their lower-bounds. With very careful analysis, Yang showed that the minimum weight of CA(4, 4) is 10 or more if p is a prime number greater than 7. Together with Mittelholzer’s upper-bound, this result implies that the minimum weight of CA(p, 4) is either 10 or 12, because CA(p, j) does not have odd-weight codewords.

In this study, we partly make use of Yang’s analytical approach to discuss the upper-bound limits of SFA-LDPC codes. Through the analytical discussion, we can consider minimum weight codewords in a certain “normal form.” We generated the minimum weight codewords in the normal form for several code parameters, and found that the generated codewords have common structures that are independent from the parameter p choices. By carefully analyzing the structure, we are able to show that CA(p, 4) contains a codeword with weight 10, and that CA(p, 5) contains a codeword with weight 12. Together with the previously known results, this implies that the minimum weight of CA(p, 4) is exactly 10 for p > 7, and that the minimum weight of CA(p, 5) is either 10 or 12.

1. Introduction

This paper discusses the minimum weights of codes in a certain subclass of low-density parity check codes (LDPC codes). The minimum weight (the minimum distance) is one of the most fundamental and the most significant parameters to evaluate the performance of linear block codes. However, unfortunately, it is difficult in general to obtain the exact minimum weight of a long practical LDPC code. Tanner discussed in [11] a certain bound on the minimum weights of LDPC codes by using the Tanner Graph. Hu and Fossorier proposed a probabilistic procedure to compute the minimum weight of LDPC codes by using a decoding algorithm for LDPC codes [6], and Hirotomo et al. proposed another probabilistic procedure [5] that uses the Stern’s algorithm.

If we restrict ourselves to LDPC codes with certain structures, then more analytical approach is possible. MacKay showed that the minimum weights of regular Quasi-Cyclic LDPC codes with column weight j are less than or equal to (j + 1)! [7], and Fossorier discusses the minimum distance of Quasi-Cyclic LDPC codes from circulant permutation matrices [4]. Mittelholzer has derived in [8] some upper-bound limits of the minimum weights of certain array LDPC codes [2]. Array LDPC codes are a class of LDPC codes that are algebraically constructed from a family of array codes [1], [3]. Mittelholzer assumes some more additional conditions on the array LDPC codes, and thus it will be better to distinguish the investigated class from the class of general array LDPC codes. In this paper, we name simple full-length array LDPC codes (SFA-LDPC codes) for the class of LDPC codes that Mittelholzer investigates. A SFA-LDPC code is defined according to two integer parameters p and j. Let CA(p, j) denote the SFA-LDPC code defined by p and j. Mittelholzer showed that the minimum weight of the SFA-LDPC code CA(p, 4) is 12 or less [8], which significantly improves the upper bound limit (4 + 1)! = 120 given by MacKay [7] for general regular LDPC codes. Mittelholzer also showed that the minimum weight of the SFA-LDPC code CA(p, 5) is 20 or less.

The study of Mittelholzer is followed by Yang et al. in [12]. Mittelholzer discussed the upper-bounds of the minimum weights of CA(p, j), but Yang discussed their lower-bounds. With very careful analysis, Yang showed that the minimum weight of CA(p, 4) is 10 or more if p is a prime number greater than 7. Together with Mittelholzer’s upper-bound, this result implies that the minimum weight of CA(p, 4) is either 10 or 12, because CA(p, j) does not have odd-weight codewords.

In this study, we partly make use of Yang’s analytical approach to discuss the upper-bound limits of SFA-LDPC codes. Through the analytical discussion, we can consider minimum weight codewords in a certain “normal form.” We generated the minimum weight codewords in the normal form for several code parameters, and found that the generated codewords have common structures that are independent from the parameter p choices. By carefully analyzing the structure, we are able to show that CA(p, 4) contains a codeword with weight 10, and that CA(p, 5) contains a codeword with weight 12. Together with the previously known results, this implies that the minimum weight of CA(p, 4) is exactly 10 for p > 7, and that the minimum weight of CA(p, 5) is either 10 or 12.

2. Preliminaries and Known Results

Let p be a prime number, and k and j be integers satisfying k, j ≤ p. The binary simple array LDPC code CA(p, j, k) is the null space of the p, j x pk binary matrix
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For the case $d(4, 4) = 8$ for $p = 5$ and $p = 7$, and that $d(4, 4)$ is 10 or more if $p > 7$ [12]. Therefore $d(p, 4)$ with $p > 7$ is either 10 or 12.

For the case $d(5, 5)$ Mittelholzer showed that $d(p, 5)$ is 24 or less [8]. The lower-bound of $d(p, 5)$ with $p > 7$ is 10 or more, which is obtained from Yang’s result for $j = 4$, and a simple observation that $d(p, j_1) \geq d(p, j_2)$ if $j_1 \geq j_2$.

For the case $d(6, 6)$ Mittelholzer showed that $d(p, 6)$ is 32 or less [8]. The lower-bound of $d(p, 6)$ with $p > 7$ is 10 or more, as in the case $j = 5$.

The authors have investigated the minimum weights of SFA-LDPC codes from an experimental approach [9]. We developed an algorithm that efficiently generates some of minimum weight codewords, and have computed exact minimum weights of some SFA-LDPC codes. The results are summarized in Table 1. We can see from the table that $d(p, 4)$ is 10 for all prime numbers $p$ from 11 to 79. From this result, it comes quite natural to conjecture that $d(p, 4)$ is always 10 for an arbitrary $p$ greater than seven. Similarly, for the case $j = 5$, $d(p, 5)$ can be upper-bounded by 12 for an arbitrary $p$ greater than seven. The following sections are to give analytical and constructive proofs to these conjectures.

3. Structures and Properties of $H_A(p, j)$

This section is to discuss the structural property of the check matrices of SFA-LDPC codes.

3.1 The $\phi$ Notation

It can be easily shown that column vectors in $H_A(p, j)$ are all different, and that every codeword in $C_A(p, j)$ has even weight. It is also obvious from the definition that a column vector of $H_A(p, j)$ can be decomposed into $j$ subsequences that have length $p$ and weight one. That is, if we write $H_A(p, j) = \{h_{ij}\}$ ($1 \leq i \leq p^2$ and $1 \leq j \leq p$), then the weight of the subsequence

$$H_i' = (h_{p(i-1)+1,j}, h_{p(i-1)+2,j}, \ldots, h_{p(i-1)+p,j})^T$$

is exactly one for any $1 \leq i \leq p^2$ and $1 \leq r \leq j$.

For a vector $v$ with weight one, let $\phi(v)$ denote the position of the nonzero component in $v$ where the first component of $v$ is indexed as zero. For example, $\phi((0, 1, 0, 0)^T) = 1$ and $\phi((0, 0, 0, 1)^T) = 3$. The value of $\phi$ is not defined for a vector whose weight is not one. Extend this $\phi$ notation to a column vector $h_i = (h_i^1, h_i^2, \ldots, h_i^j)^T = (h_{1,i}, h_{2,i}, \ldots, h_{p,j})^T$ of $H_A(p, j)$ in such a way that

$$\phi(h_i) = (\phi(h_i^1), \ldots, \phi(h_i^j))^T,$$

and also extend the notation to the matrix $H_A(p, j)$ as

$$\phi(H_A(p, j)) = [\phi(h_1), \ldots, \phi(h_p^j)].$$

For example, the check matrix of $C_A(3, 2)$

$$H_A(3, 2) = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}$$

is written by the $\phi$ notation as

$$\phi(H_A(3, 2)) = \begin{bmatrix} 0 & 1 & 2 & 0 & 1 & 2 & 0 & 1 & 2 \\ 0 & 1 & 2 & 1 & 2 & 0 & 2 & 0 & 1 \end{bmatrix}. \hspace{1cm} (1)$$

The $\phi$ notation contributes to represent vectors and matrices in a compact manner. Furthermore, it is helpful to understand the structure of check matrices of SFA-LDPC codes, as illustrated in the following lemmas.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$p$ & $j = 4$ & $j = 5$ & $j = 6$ \\
\hline
5 & 8 & - & - \\
7 & 8 & 12 & 12 \\
11 & 10 & 10 & 16 \\
13 & 10 & 12 & 14 \\
17 & 10 & 12 & N/A \\
19 & 10 & 12 & N/A \\
23 & 10 & N/A & N/A \\
\vdots & \vdots & \vdots & \vdots \\
79 & 10 & N/A & N/A \\
\hline
\end{tabular}
\caption{The minimum weights of $C_A(p, j)$.}
\end{table}
Lemma 3.1: For integers \( k \) and \( k' \) with \( 0 \leq k, k' < p \), the \((pk + k' + 1)\)-th column vector of \( \phi(H_A(p, j)) \) is
\[
(k', k' + k, \ldots, k' + (j - 1)k)T \pmod{p}.
\]

Proof. Obvious from the construction of \( H_A(p, j) \). \( \Box \)

Lemma 3.1 means that components in a column vector in \( \phi(H_A(p, j)) \) constitute an arithmetic sequence. The next lemma implies that two different column vectors in \( \phi(H_A(p, j)) \) cannot have two or more common components in common positions.

Lemma 3.2: Consider two different columns \( \phi(h_{i1}) \) and \( \phi(h_{i2}) \) in \( \phi(H_A(p, j)) \) (thus \( i_1 \neq i_2 \) and \( 1 \leq i_1, i_2 \leq p^2 \)). If the \( j_1 \)-th components of \( \phi(h_{i1}) \) and \( \phi(h_{i2}) \) are the same, then, for any other \( j_2 \) with \( j_1 \neq j_2 \) and \( 1 \leq j_2 \leq j \), the \( j_2 \)-th components of \( \phi(h_{i1}) \) and \( \phi(h_{i2}) \) cannot be the same.

Proof. This lemma is easily shown since the construction of SFA-LDPC codes satisfies the condition of Theorem 2.2 of [4]. \( \Box \)

Note that \( \phi(H_A(p, j)) \) has \( p^2 \) column vectors. Hence the next corollary follows from Lemma 3.2.

Corollary 3.3: For any \( j_1 \) and \( j_2 \) with \( 1 \leq j_1, j_2 \leq j \) and \( j_1 \neq j_2 \), and for any \( a \) and \( b \) with \( 0 \leq a, b \leq p - 1 \), \( \phi(H_A(p, j)) \) contains exactly one column vector whose \( j_1 \)-th and \( j_2 \)-th components are \( a \) and \( b \), respectively.

3.2 Supports and Cancel-Out Condition

For a binary linear block code \( C \), a vector \( v \) is a codeword of \( C \) if and only if \( HvT = 0 \pmod{2} \) where \( H \) is the check matrix of \( C \). This basic property can be stated in terms of the \( \phi \) notation.

Definition 3.4: A collection of integers \( q_1, q_2, \ldots, q_n \) is said to satisfy the cancel-out condition if no integer appears odd times in \( q_1, q_2, \ldots, q_n \).

Lemma 3.5: Let \( v_1, \ldots, v_n \) be binary vectors with length \( p \) and weight one. We have \( v_1 + \cdots + v_n = 0 \pmod{2} \) if and only if the collection \( \phi(v_1), \ldots, \phi(v_n) \) satisfies the cancel-out condition.

Proof. Obvious since the sum is taken under the modulus of two. \( \Box \)

Let \( v = (v_1, \ldots, v_p) \) be a binary vector of length \( p \), and let \( h_i \) denote the \( i \)-th column vector of \( H_A(p, j) \). The vector \( v \) is a codeword of \( C_A(p, j) \) if and only if \( H_A(p, j)v = 0 \) where the operations are taken under the modulus of two. Thus, \( v \in C_A(p, j) \) if and only if column vectors in
\[
\{h_i | 1 \leq i \leq p^2, v_i = 1\}
\]
sum to zero under the modulus of two. Now define
\[
\text{supp}(v) = \{\phi(h_i) | 1 \leq i \leq p^2, v_i = 1\}
\]
and call it the support of \( v \). The support contains the column vectors of \( \phi(H_A(p, j)) \) that correspond to nonzero components of \( v \). When there is no fear of confusion, we write a support (a set of column vectors) as a matrix, and call it a support matrix of the vector \( v \). For example, a support
\[
\begin{pmatrix}
0 & 0 & 2 \\
0 & 1 & 0
\end{pmatrix}
\]
can be written as
\[
\begin{pmatrix}
0 & 0 & 2 \\
0 & 1 & 0
\end{pmatrix}
\]
We note that the order of column vectors in a support matrix has no significance.

If a vector \( v \) is a correct codeword, then the binary representation of column vectors in the support \( \text{supp}(v) \) sum to zero. By applying Lemma 3.5 to components of column vectors in the support, we have the following corollaries.

Corollary 3.6: A vector \( v \) is a codeword of \( C_A(p, j) \) if and only if the cancel-out condition holds for all rows of the support matrix of \( v \). In this case we say that the support \( \text{supp}(v) \) (and its corresponding support matrix) satisfies the cancel-out condition.

Corollary 3.7: The SFA-LDPC code \( C_A(p, j) \) contains a codeword of weight \( w \) if and only if \( \phi(H_A(p, j)) \) has a submatrix that has \( w \) columns and satisfies the cancel-out condition.

Consider for example the check matrix \( \phi(H_A(3, 2)) \) given in (1). If we choose from \( \phi(H_A(3, 2)) \) four column vectors that are represented as
\[
\begin{pmatrix}
0 & 0 & 2 & 2 \\
0 & 1 & 0 & 1
\end{pmatrix}
\]
then the support matrix satisfies the cancel-out condition. Note that the four column vectors constitute the support \( \text{supp}(v) \) for \( v = 100101001 \), and that \( v \) is a correct codeword of \( C_A(3, 2) \). Any combination of three or less column vectors cannot satisfy the cancel-out condition for this matrix, and we can conclude that the minimum weight of \( C_A(3, 2) \) is four.

3.3 Support Matrices in a Normal Form

To discuss the minimum weights of SFA-LDPC codes, we investigate supports that are in a special form. Assume that an SFA-LDPC code \( C_A(p, j) \) has a codeword \( v \) which has a nonzero component at the first symbol position. Since the first column vector of \( \phi(H_A(p, j)) \) is an all-zero vector of length \( j \), \( \text{supp}(v) \) must contain an all-zero vector of length \( j \). On the other hand, Corollary 3.6 implies that \( j \) zeros in the

\(^{1}\text{The word “support” is often used to denote the set of positions of nonzero components in a vector, but we use the word in slightly different manner.}\)
all-zero vector must be canceled-out by other column vectors in the support. Since a non-zero vector cancels at most one zero in the all-zero vector (due to Lemma 3.2), \( \text{supp}(v) \) must contain another \( j \) column vectors each of which cancels one of zeros in the all-zero vector. Therefore, without loss of generality, the support matrix of \( v \) can be written as in Fig. 1. (Note again that the order of column vectors has no significance in a support matrix, and we have arranged the columns so that the positions of zeros are clearly illustrated as in Fig. 1). In this paper, a support matrix that can be written as in Fig. 1 is referred as a support matrix in a normal form.

An interesting property of SFA-LDPC code is that, if \( C_A(p, j) \) has a codeword with weight \( w \), then the code also has a codeword that has the same weight \( w \) and whose first component is non-zero (Lemma 2 of [12]). Combining this result with Corollary 3.7, we obtain the relation: \( C_A(p, j) \) contains a codeword with weight \( w \) if and only if \( \phi(H_A(p, ji)) \) has a submatrix “in the normal form” that has \( w \) column vectors and satisfies the cancel-out condition.

Support matrices in the normal form have some more useful properties. For example, any of components \( s_{ij} \) with \( 1 \leq i \leq j, 2 \leq k \leq j + 1 \) and \( i \neq k + 1 \) in Fig. 1 cannot be zero because of Lemma 3.2. We also remind that components in a column vector of Fig. 1 is an arithmetic sequence, and hence a column vector of Fig. 1 is uniquely determined if two components in the vector are specified. These properties will be further investigated in the following sections to discuss the minimum weights of individual SFA-LDPC codes.

4. New Bounds on the Minimum Weights of SFA-LDPC Codes

4.1 The Upper Bound of \( d(p, 4) \)

4.1.1 Overview of the Discussion

In this section, we extend our preliminary results in [9] to general SFA-LDPC codes \( C_A(p, 4) \), and show that \( d(p, 4) \) is 10 or less for any \( p > 7 \). The discussion in this section is developed according to the following scenario: First, we briefly introduce our experimental results concerning the minimum weight codewords of \( C_A(p, 4) \) for several choices of \( p \). By investigating the experimental results analytically, we can discover a universal structure that can be found independent from the prime number \( p \). The structure is further studied, and we derive conditions for \( H_A(p, 4) \) to have a support matrix that has 10 columns and satisfies the cancel-out condition. The discussion completes by showing that the derived conditions always hold for \( H_A(p, 4) \) with an arbitrary \( p > 7 \).

4.1.2 Support Matrices and Their Common Structure

By using a computer program, the authors have generated minimum weight codewords of \( C_A(p, 4) \) for some prime numbers \( p \) between 11 and 79. The algorithm for generating the codewords is not the subject of this paper, but it can be found in [9], [10]. Among minimum weight codewords, we restrict ourselves to those that have nonzero symbols at the first positions, compute their support matrices, and reorder the column vectors of the matrices so that the matrices become the normal form. Since the minimum weights of \( C_A(p, 4) \) is ten for all primes between 11 and 79, the support matrices in the normal form are thus written as in Fig. 2(A).

In general, one code \( C_A(p, 4) \) contains several minimum weight codewords with nonzero symbols at the first positions, and hence we have several support matrices in the normal form for one code. We classified the support matrices according to the cancel-out patterns of components in the matrices, and found that an identical cancel-out pattern appears in different choices of the prime number \( p \). For example, \( \phi(H_A(11, 4)) \), \( \phi(H_A(13, 4)) \) and \( \phi(H_A(17, 4)) \) respectively have the following support matrices:

The components in the matrices vary in the above three examples, but we can see that the matrices satisfy the cancel-out pattern depicted in Fig. 2(B). Remind the property that...
the components in a column vector of $\phi(H_A(p, j))$ constitute arithmetic sequences, and we can easily understood that the common differences of the second, third, fourth and the fifth columns of the matrix in Fig. 2(B) are $s_{2,1}$, 1, 1 and $-s_{3,5}$ (mod $p$), respectively. By using this property, the matrix in Fig. 2(B) can be expressed as in Fig. 2(C), where the components are under the modulus of $p$.

4.1.3 Conditions on the Matrix Components

Let $d_k$ with $k = 6, \ldots, 10$ be common differences of the sequences in the $k$-th column vector of the matrix in Fig. 2(C). From the relation of components in the the rightmost (the tenth) column of the matrix, we have $2 \equiv -1 + f_{10}$ mod $p$. This implies that $d_{10}$ must satisfy

$$2d_{10} \equiv 3 \mod p. \quad (2)$$

The values of $s_{1,9}$ and $2s_{2,1}$ are also represented by using $d_{10}$ as $s_{1,9} \equiv -1 - d_{10}$ and $2s_{2,1} \equiv -1 + d_{10}$. Multiply both sides of equations by two and we have

$$2s_{1,9} \equiv -2 - 2k_{10} \equiv -5 \mod p, \quad (3)$$
$$4s_{2,1} \equiv -2 + 2k_{10} \equiv 1 \mod p. \quad (4)$$

Now let us turn our attention to the sixth column of the matrix. Because $1 - d_6 \equiv s_{2,1}$, we have $4 - 4d_6 \equiv 4s_{2,1} \equiv 1$ and hence

$$4d_6 \equiv 4 - 1 \equiv 3 \mod p. \quad (5)$$

As for the eighth column, $1 \equiv -1 + 3d_8$ and thus

$$3d_8\equiv 1 + 1 \equiv 2 \mod p. \quad (6)$$

We also have the relation $2s_{3,5} \equiv -1 + d_8$ from the sequence in the eighth column. Multiply both sides of the relation by three,

$$6s_{3,5} \equiv -3 + 3d_6 \equiv -1 \mod p. \quad (7)$$

In the seventh column, we have $s_{3,5} \equiv -2 + 2d_7$. Multiply the relation by six, and

$$12d_7 \equiv 12 + 6s_{3,5} \equiv 11 \mod p. \quad (8)$$

Finally, consider the relation $s_{2,7} \equiv s_{1,9} + d_9$ in the ninth column, $s_{2,7} \equiv -2 + d_7$ in the seventh column and the conditions (3) and (8), and we can show that

$$12d_9 \equiv 17 \mod p. \quad (9)$$

Other unknown variables $s_{2,7}$, $s_{3,8}$ and $s_{4,6}$ are uniquely determined once the above variables are determined, and hence relations (2) through (9) completely state the condition with which the matrix in Fig. 2(C) satisfies the cancel-out condition.

Note that, if $p$ is a prime number greater than seven, then each of the above relation has a unique solution, since the coefficient of the variable in the relation is relatively prime to $p$. Consequently, we can determine a unique matrix that is shown in the form of Fig. 2(C), and satisfies the cancel-out condition. If we may use multiplicative inverses, then the matrix in Fig. 2(C) is written as in Fig. 3 under the above conditions. For the sake of readability, some components in the matrix are written in a reduced form; for example we write $7 \cdot 4^{-1}$ instead of $1 + 5 \cdot 4^{-1}$. Finally, remind the property that the check matrix $H_A(p, j)$ has $p^2$ different column vectors, and hence an arbitrary column vector which is represented as an arithmetic sequence belongs to $H_A(p, j)$ as a column vector. Consequently, $H_A(p, j)$ with $p > 7$ contains the above described unique matrix.

Summarizing the above discussion, we have the following theorem.

**Theorem 4.1:** $d(p, 4) \leq 10$ for any prime $p$ with $p > 7$.

Combine this theorem with Yang’s lower-bound limit $d(p, 4) \geq 7$ for $p > 7$, and we can fully clarified the minimum weights of SFA-LDPC codes with $j = 4$. The results, together with already known results, are summarized in the following corollary.

**Corollary 4.2:** $d(p, 4) = 8$ for $p = 5$ and 7, and $d(p, 4) = 10$ for any prime $p > 7$.

4.2 The Upper Bound of $d(p, 5)$

The upper-bound limit of $d(p, 5)$ can be derived in almost the same way as the case of $d(p, 4)$. The difference from the $j = 4$ case is that we need to consider support matrices with twelve column vectors instead of ten. We have collected support matrices in a normal form, categorized the cancel-out patterns and found a universal structure as in the case $j = 4$. To avoid lengthy step-by-step derivation of the conditions, we present only the final result in Fig. 4.

**Theorem 4.3:** $d(p, 5) \leq 12$ for any prime $p$ with $p > 7$.

$$[0 \ 0 \ -1 \ -2 \ -2^{-1} \ -2^{-1} \ -2 \ -1 \ -9 \ -5 \ -2^{-1} \ -5 \ -2^{-1}
0 \ 4^{-1} \ 0 \ -1 \ -3^{-1} \ 4^{-1} \ -13 \ -12^{-1} \ -3^{-1} \ -13 \ -12^{-1} \ -1
0 \ 2^{-1} \ 1 \ 0 \ -6^{-1} \ 1 \ -6^{-1} \ 3^{-1} \ 3^{-1} \ 2^{-1}
0 \ 3^{-1} \ 2 \ 1 \ 0 \ 7 \ -4^{-1} \ 3 \ -4^{-1} \ 1 \ 7 \ -4^{-1} \ 2]
$$

**Fig. 3** The support matrix in a normal form for $j = 4$.

$$[0 \ 0 \ -1 \ -6^{-1} \ -3^{-1} \ -3 \ -2^{-1} \ -2 \ -3^{-1} \ -2 \ -3^{-1} \ -3 \ -11 \ -3^{-1} \ -1 \ -8 \ -3^{-1} \ -8 \ -3^{-1}
0 \ 6^{-1} \ 0 \ -11 \ -6^{-1} \ 2 \ -2^{-1} \ 2^{-1} \ -2 \ -2^{-1} \ -11 \ -6^{-1} \ -4 \ -3^{-1}
0 \ 3^{-1} \ 1 \ 0 \ -1 \ -3^{-1} \ 1 \ 1 \ 3^{-1} \ -3^{-1} \ 0 \ -1 \ 0
0 \ 2^{-1} \ 2 \ 11 \ -6^{-1} \ 0 \ -6^{-1} \ 11 \ -6^{-1} \ 2 \ 4 \ -3^{-1} \ 2^{-1} \ -6^{-1} \ 4 \ -3^{-1}
0 \ 2 \ -3^{-1} \ 3 \ 11 \ -3^{-1} \ 1 \ 0 \ 8 \ -3^{-1} \ 11 \ -3^{-1} \ 3 \ 1 \ 2 \ -3^{-1} \ 8 \ -3^{-1}]
$$

**Fig. 4** The support matrix in a normal form for $j = 5$. 
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Thus the degradation of the error correcting capability is an unavoidable expense for increasing \( p \). For interested readers, we present in Figs. 5 and 6 the block and bit error performances of \( C_A(p, 4) \) for several \( p \). The parameters of the used codes are given in Table 2. The performance results are obtained by the standard sum-product decoding algorithm with twenty iterations at maximum. For low SNR, shorter codes show better performance than longer codes, which is a natural consequence of the observation on the code length and the minimum weight. On the other hand, short codes suffer for degradation of the performance for high SNR. This result clearly illustrates that the minimum distance is just one of parameters that affect the performance of the code. We can see that longer code length gives significant contribution on the error correcting performance especially when use an iterative decoding.

Corollary 4.4: \( 10 \leq d(p, 5) \leq 12 \) for \( p > 7 \).

5. Concluding Remarks

The minimum weights of SFA-LDPC codes are studied. The problem has been investigated by Mittelholzer [8] and Yang et al. [12], and this paper gives an answer to the problem for the case \( j = 4 \), namely the minimum weight of \( C_A(p, 4) \) is exactly 10 for \( p > 7 \). For \( j = 5 \) case, we show that the minimum weight of \( C_A(p, 5) \) is 12 or less, which significantly improves the upper-bound limit of 20 shown by Mittelholzer. We note that the approach considered in this study is applicable to the case with \( j = 6 \) or more, but we may face to difficulty in generating sufficient number of support matrices from that we can find a useful structure.

For the cases \( j = 4 \) and \( j = 5 \), the parameter \( p \) does not affect the minimum weight of the code unless \( p \leq 7 \). If we fix the parameter \( j \) and increase the value of the prime number \( p \), then the code length of \( C_A(p, j) \) increases while the minimum weight of the code stays unchanged. Obviously this degrades the error correcting capability of the code. On the other hand, increasing \( p \) also increases the code rate and thus the degradation of the error correcting capability is an
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